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AWS Zone A 

Your architecture looks like this: 

  

Web UI / Front End API 

Middle Tier 

RDS/MySQL 



Congratulations, your startup got funding! 

•  More developers 
•  More customers 
•  Higher availability 
•  Global distribution 
•  No time…. 
 

Growth 



Now it needs to look more like this… 

  

Cassandra Replicas 

Zone A 

Cassandra Replicas 

Zone B 

Cassandra Replicas 

Zone C 

Regional Load Balancers 

Cassandra Replicas 

Zone A 

Cassandra Replicas 
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Inside each AWS zone: 
Micro-services and de-normalized data stores 
  

API or Web Calls 

memcached 

Cassandra 

Web service 

S3 bucket 



We’re here to help you get to global scale… 
Apache Licensed Cloud Native OSS Platform 

http://netflix.github.com 



Laptop Stickers with the newest logo! 

•  I have one sheet of 7 with me 
•  2 for CPH, 5 for Aarhus 
•  Whoever uses the most 

NetflixOSS projects gets first 
pick of the sticker they want… 

•  Audience participation time! 



Audience Quiz – What do these do? (1/6) 



Audience Quiz – What do these do? (2/6) 



Audience Quiz – What do these do? (3/6) 



Audience Quiz – What do these do? (4/6) 



Audience Quiz – What do these do? (5/6) 



Audience Quiz – What do these do? (6/6) 



Getting started with NetflixOSS Step by Step 
1.  Set up AWS Accounts to get the foundation in place 
2.  Account Management Tools: Asgard for deploy & Ice for cost monitoring 
3.  Security and access management: Security Monkey, Scumblr, Sketchy 
4.  Build Tools: Aminator to automate baking AMIs 
5.  Service Registry and Searchable Account History: Eureka & Edda 
6.  Configuration Management: Archaius dynamic property system 
7.  Data storage: Cassandra, Astyanax, Priam, EVCache 
8.  Dynamic traffic routing: Denominator, Zuul, Ribbon, Karyon 
9.  Availability: Simian Army (Chaos Monkey), Hystrix, Turbine 
10.  Developer productivity: Blitz4J, GCViz, Pytheas, RxJava 
11.  Big Data: Genie for Hadoop PaaS, S3mper, Lipstick and Pigpen for Pig 
12.  Sample Apps to get started: RSS Reader, ACME Air, FluxCapacitor 



AWS Account Setup 



Flow of Code and Data Between AWS Accounts 
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Archive 
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New Code 
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Science 
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Account Security (don’t be like Codespaces!) 

•  Protect Accounts 
–  Two factor authentication for primary login 

•  Delegated Minimum Privilege 
–  Create IAM roles for everything 

•  Security Groups 
–  Control who can call your services 



Cloud Access Control 
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Use Security Monkey to Watch Developers 



Use Scumblr to Watch for External Attackers 

•  Search for mentions of your brand online 
–  Google, Bing, eBay, Pastebin, Twitter etc. 
–  Look for discussions of dos attacks, fraud and user accounts 

•  Build workflows to notify and respond 
–  Capture safely and anonymously using Sketchy 



Tooling and Infrastructure 



Fast Start Amazon Machine Images 
https://github.com/Answers4AWS/netflixoss-ansible/wiki/AMIs-for-NetflixOSS 

•  Pre-built AMIs for 
–  Asgard – developer self service deployment console 
–  Aminator – build system to bake code onto AMIs 
–  Edda – historical configuration database 
–  Eureka – service registry 
–  Simian Army – Janitor Monkey, Chaos Monkey, Conformity Monkey 

•  NetflixOSS Cloud Prize Contribution 
–  Produced by Answers4aws – Peter Sankauskas 



Fast Setup CloudFormation Templates 
http://answersforaws.com/resources/netflixoss/cloudformation/ 

•  CloudFormation templates for 
–  Asgard – developer self service deployment console 
–  Aminator – build system to bake code onto AMIs 
–  Edda – historical configuration database 
–  Eureka – service registry 
–  Simian Army – Janitor Monkey for cleanup,  



CloudFormation Walk-Through for Asgard 
(Repeat for Prod, Test and Audit Accounts) 





Setting up Asgard – Step 1 Create New Stack 



Setting up Asgard – Step 2 Select Template 



Setting up Asgard – Step 3 Enter IP and Keys 



Setting up Asgard – Step 4 Skip Tags 



Setting up Asgard – Step 5 Confirm 



Setting up Asgard – Step 6 Watch CloudFormation 



Setting up Asgard – Step 7 Find PublicDNS Name 



Open Asgard – Step 8 Enter Credentials 



Use Asgard – AWS Self Service Portal 



Use Asgard - Manage Red/Black Deployments 



Track AWS Spend in Detail with ICE 



Ice – Slice and dice detailed costs and usage 



Setting up ICE 

•  Visit github site for instructions 
•  Currently depends on HiCharts 

–  Non-open source package license 
–  Free for non-commercial use 
–  Download and license your own copy 
–  We can’t provide a pre-built AMI – sorry! 

•  Long term plan to make ICE fully OSS 
–  Anyone want to help? 



Build Pipeline Automation 
 
Jenkins in the Cloud auto-builds NetflixOSS Pull Requests 
http://www.cloudbees.com/jenkins 



Automatically Baking AMIs with Aminator 

•  AutoScaleGroup instances should be identical 
•  Base plus code/config 
•  Immutable instances 
•  Works for 1 or 1000…  
•  Aminator Launch 

–  Use Asgard to start AMI or 
–  CloudFormation Recipe 



Discovering your Services - Eureka 

•  Map applications by name to  
–  AMI, instances, Zones 
–  IP addresses, URLs, ports 
–  Keep track of healthy, unhealthy and initializing instances 

•  Eureka Launch 
–  Use Asgard to launch AMI or use CloudFormation Template 



Deploying Eureka Service – 1 per Zone 



Edda 

AWS 
Instances, 
ASGs, etc. 

Eureka 
Services 
metadata 

Your Own 
Custom 
State 

Searchable state history for a Region / Account 

Monkeys 
Timestamped delta 
cache of JSON describe 
call results for anything 
of interest… 

Edda Launch 
Use Asgard to launch AMI or 
use CloudFormation Template 

 



Edda Query Examples 
Find any instances that have ever had a specific public IP address!
$ curl "http://edda/api/v2/view/instances;publicIpAddress=1.2.3.4;_since=0"!
["i-0123456789","i-012345678a","i-012345678b”]!
!

Show the most recent change to a security group!
$ curl "http://edda/api/v2/aws/securityGroups/sg-0123456789;_diff;_all;_limit=2"!
--- /api/v2/aws.securityGroups/sg-0123456789;_pp;_at=1351040779810!
+++ /api/v2/aws.securityGroups/sg-0123456789;_pp;_at=1351044093504!
@@ -1,33 +1,33 @@!
 {!
…!
       "ipRanges" : [!
         "10.10.1.1/32",!
         "10.10.1.2/32",!
+        "10.10.1.3/32",!
-        "10.10.1.4/32"!
…!
 }!
 



Archaius – Property Console 



Archaius library – configuration management 

SimpleDB or DynamoDB for 
NetflixOSS. Netflix uses 

Cassandra for multi-region… 

Based on Pytheas.  
Not open sourced yet 



Data Storage and Access 



Data Storage Options 

•  RDS for MySQL 
–  Deploy using Asgard 

•  DynamoDB 
–  Fast, easy to setup and scales up from a very low cost base 

•  Cassandra 
–  Provides portability, multi-region support, very large scale 
–  Storage model supports incremental/immutable backups 
–  Priam: easy deployment automation for Cassandra on AWS 



Priam – Cassandra co-process 

•  Runs alongside Cassandra on each instance 
•  Fully distributed, no central master coordination 
•  S3 Based backup and recovery automation 
•  Bootstrapping and automated token assignment. 
•  Centralized configuration management 
•  RESTful monitoring and metrics 
•  Underlying config in SimpleDB (Cass_turtle for MR) 



Astyanax Cassandra Client for Java 

•  Features 
–  Abstraction of connection pool from RPC protocol 
–  Fluent Style API 
–  Operation retry with backoff 
–  Token aware 
–  Batch manager 
–  Many useful recipes 
–  Entity Mapper based on JPA annotations 



Cassandra Astyanax Recipes 
•  Distributed row lock (without needing zookeeper) 
•  Multi-region row lock 
•  Uniqueness constraint 
•  Multi-row uniqueness constraint 
•  Chunked and multi-threaded large file storage 
•  Reverse index search 
•  All rows query 
•  Durable message queue 
•  Contributed: High cardinality reverse index 



EVCache - Low latency data access 
•  multi-AZ and multi-Region replication 
•  Ephemeral data, session state (sort of) 
•  Client code 
•  Memcached 



Routing Customers to Code 



Denominator: DNS for Multi-Region Availability 

Cassandra Replicas 

Zone A 

Cassandra Replicas 

Zone B 

Cassandra Replicas 

Zone C 

Regional Load Balancers 

Cassandra Replicas 

Zone A 

Cassandra Replicas 

Zone B 

Cassandra Replicas 

Zone C 

Regional Load Balancers 

UltraDNS DynECT 
DNS 

AWS Route53 

Denominator – manage traffic via multiple DNS providers with Java code 

Denominator 

Zuul API Router 



Zuul – Smart and Scalable Routing Layer 



Ribbon library for internal request routing 



Ribbon – Zone Aware LB 



Karyon - Common server container 

•  Bootstrapping 
o  Dependency & Lifecycle management via 

Governator. 
o  Service registry via Eureka. 
o  Property management via Archaius 
o  Hooks for Latency Monkey testing 
o  Preconfigured status page and heathcheck servlets 



•  Embedded Status Page Console 
o  Environment 
o  Eureka 
o  JMX 

Karyon 



•  Sample Service using Karyon available as 
"Hello-netflix-oss" on github 

•  Recipes ... 

Karyon  



Availability 



Either you break it, or users will 



Add some Chaos to your system 



Clean up your room! – Janitor Monkey 
Works with Edda history to clean up after Asgard 



Conformity Monkey 
Track and alert for old code versions and known issues 
Walks Karyon status pages found via Edda 



Hystrix Circuit Breaker: Fail Fast -> recover fast 



Hystrix Circuit Breaker State Flow 



Turbine Dashboard 
Per Second Update Circuit Breakers in a Web Browser 



Developer Productivity 



Blitz4J – Non-blocking Logging 

•  Better handling of log messages during storms 
•  Replace sync with concurrent data structures. 
•  Extreme configurability 
•  Isolation of app threads from logging threads 



JVM Garbage Collection issues?  GCViz! 

•  Convenient 
•  Visual 
•  Causation 
•  Clarity 
•  Iterative 



Pytheas – OSS based tooling framework 

•  Guice 
•  Jersey 
•  FreeMarker 
•  JQuery 
•  DataTables 
•  D3 
•  JQuery-UI 
•  Bootstrap 



RxJava - Functional Reactive Programming 

•  A Simpler Approach to Concurrency 
–  Use Observable as a simple stable composable abstraction 

•  Observable Service Layer enables any of 
–  conditionally return immediately from a cache 
–  block instead of using threads if resources are constrained 
–  use multiple threads 
–  use non-blocking IO 
–  migrate an underlying implementation from network based to in-

memory cache 



Big Data and Analytics 



Hadoop jobs - Genie 



Hadoop Monitoring and Visualization 



S3mper – Tracking Eventual Consistency 
http://techblog.netflix.com/2014/01/s3mper-consistency-in-cloud.html 

•  S3 updates may take time to propagate for EMR 
•  S3mper uses a DynamoDB index to track state 



Lipstick - Visualization for Pig queries 



PigPen – Distributed Map-Reduce for Clojure 

•  Compiles to Pig underneath 



Putting it all together… 



Sample Application – RSS Reader 



3rd Party Sample App by Chris Fregly 
fluxcapacitor.com 
Flux Capacitor is a Java-based reference application demonstrating the following: 
archaius (zookeeper-based dynamic configuration) 
astyanax (cassandra client) 
blitz4j (asynchronous logging) 
curator (zookeeper client) 
eureka (discovery service) 
exhibitor (zookeeper administration) 
governator (guice-based DI extensions) 
hystrix (circuit breaker) 
karyon (common base web service) 
ribbon (eureka-based REST client) 
servo (metrics client) 
turbine (metrics aggregation) 
Flux uses many popular open source tools such as Graphite, Jersey, Jetty, Netty, and Tomcat. 



3rd party Sample App by IBM 
https://github.com/aspyker/acmeair-netflix/ 



Some of the companies using NetflixOSS 
(There are many more, please send in your logo!) 



Takeaway 



Use NetflixOSS to scale your startup or re:Invent your Enterprise 
 

Contribute to existing github projects and add your own 



Some of the NetflixOSS Team 


