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Availability
Probability that system is operating at time t.

Stability
Architectural characteristic producing availability
despite faults and errors.



Fault
Incorrect internal state. Initiated via defect or injection.

Error
Observably incorrect operation.

Failure
Loss of availability. System unresponsive.



Stability Antipatterns



Integrations are the #1- risk to stanility.

Your: first jobiis to protect:
against integration points.
EVery Socket, process, pIpe,
or remote procedure call

can and will eventually
Kill your system.

Even database calls can
hang, in obvious and
not-so-obvious ways.

Cart

Shopping

Checkout
Process

Shipping
Selection

Cross-sell
/ Upsell

"Telling"
Pages

Customer
Account

User
Created
Content

In-Store
Pickup

Payment
Types

Campaigns
/ Targeting

Purchased
Liabilities

Digital
Delivery

Checkout Support

Sales
Tax
Calc

Address
Validation

Search

Shipping
Logistics
Interface

Search /
Guided
Search

Custome
Service

Collaborative
Filtering




-

Example: Wicked database
hang
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Not at all obvious: Eirewall'idie connection timeout

“Connection” IS an abstraction.
The firewall only sees packets. |

It keeps a table of “live" connections.

When the firewall sees a TCP teardown sequence, it
removes that connection from the table.

Jo avoid resource leaks, it will drop entries from table after idle period timeout.

Causes broken database connections after long idle period, like 2 a.m. to 5 a.m.

Simple solution: Enable “"dead connection detection™ (Oracle) or similar
feature to keep connection alive.

Alternative solution: timed job to periodically issue trivial query.

What about prevention?
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“In'spec™ vs. “Out of;Spec™

Example: Request-Reply using XL over HilsliP

“In'Spec™ failures -OutofiSpecfailures

TICP. connection refused \CP connection accepted, but no' data
sent

& iy DALY = Jn:‘

ATT? rezponze sods 500 TCP window full, never cleared

r'esponse long delays as client retransmits

made, server replies with
SMTP hello string

Server sends HTML “link-farm™ page
Server sends one byte per second

Server sends Weird Al catalog in MP3

Well-Behaved Errors Wicked Errors
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Fallurefinfone componentraisestpropability effalureinitsipeers

Example:
SUppese S4 goes down
S - S3 go from 25% of total
to 33% of total
That's 33% more load

Each one dies faster

Failure moves horizontally
across tier

Common Iin search engines
and application servers







Cascading Failure

Fallurerinfonesystem causesicalling Systems o pejeoparndized

ce Fallure Moae

Example:

System S goes down, causing
calling system A to get slow or go
down.







AllacKs or selr-bDenial

5000 marketing can kil yoursystem atany tme:

Send promotion to a “select group”

About 10,000,000 times more show up

Get crushed



betending the Ramparts

AVoId deepilinks
Set up static landing pages

Only allow the user's second click to reach
application servers

Allow throfttling of Incoming users

Set up lightweight versions of dynamic pages.
Use your CDN to divert users

Use shared-nothing architecture
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Jnaerstand wnich ena oirthe leveryourare siting on:

Proauction Is wilaly difrer
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Unbalanced Capacities

iraffic floeeds semetimes start inside the data center walls.

Y

SiteScoR Online
NYC Store Order

Scheduling
Management
-4 6 Hosts 1 Host
20 Hosts 6 Instances 1 Instance
Customers 75 Instances 450 Threads 25 Threads
/ 3,000 Threads
SiteScope

San Francisco

y €







NI

)er |

|
€

r.
r.

}

.
r —
ot

(M1 f

F‘Jr
N




SIOW IESPONSE IS Worse than ne respense

VWhat does your server do'when'it's overloaded?

“Connection refused” Is a fast failure, the caller's
thread Is released right away:

A slow response ties up the caller’'s thread, makes the
user wait

It uses capacity on caller and receiver

It the caller times out, then the work was wasted




JCN'16ad on system

SIENT NETWOrK saturation

Firewall overioaded

>rotocol with retries bullt |
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| deV. bonk badly with production







Unbounaed Resul

Oiten found'in chaitty remote protocols, togetner

with the' N+1 query problem

Causes problems on the client and the server
On server: constructing results, marshalling XNV

On client: parsing XML, iterating over results.

This is a breakdown in handshaking. The client
knows how much it can handle, not the server.
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Jest with realistic data voelumes
SCrubbed production dataiis the best.
Generated data also works.

Don't rely on the data producers. Their
behavior can change overnight.

Put limits in your application-level protocols:
WS, RMI, DCOM, XML-RPC, etc.




Stability Patterns



Use limeouts

Pontholdyeur breatn.

N any server-nasea appl

handl

resou

Ing threads are you

ce

ication, request
 most J)rv cious

When all'are busy, you can't take new requests

When they stay busy, your server is down

Busy time determines overall capacity

Protect request handling threads at all costs
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Circuit Breaker

Defend yourself.

Y

[Have you ever seen a remote calllwrapped with'a
retry loop?

int remainingAttempts = MAX_RETRIES;

while(--remainingAttempts >= @) {
try {
doSomethingDangerous();
return true;
} catch(RemoteCallFailedException e) {
log(e);
¥
¥

return false;

Why?
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es Hurt Users and
Soystems

Users:

Retries make the user walit
even longer to get an error
response.

Aiter the final retry, what
happens to the users” work?
The target service may be non-

critical, so why damage critical
features for it?

a, E g -
Systems

Ties up callers resources,
reducing overall'capacity.

Ifi'target service is busy, retries
Increase Its load at the worst
time.

Every single request will go
through the same retry loop,
letting a back-end problem

cause a front-end brownout.
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call

Closed Open
on call / pass through on call / fail
call succeeds / reset count on timeout / attempt reset
call fails / count failure
threshold reached / trip breaker

l00 many falures; stop
p assing calls through

€o0ling off" perioda, try the

Half-Open
on call/pass through
call succeeds/reset
call fails/trip breaker
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Bulkneads

Save pantoitne snip; at least.

Increase resilience by partitioning
(compartmentalizing) the system

One part can go dark without losing service
entirely

Apply at several levels

Thread pools within a process
CPUs in a server (CPU binding)

Server pools for priority clients



S~ Common Mode Dependency:
| Service-Oriented Architecture )
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Foo and Bar are coupled by their shared use of Baz
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SOA with Bulkheads

|
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Foo and Bar each have
dedicated resources

4
«“ 0

Each poeol can be rebooted, or
Uupgraded, iIndependently.

from Baz.

YO

4
<

Surging demand-—or bad code—
In Foo only harms Foo.




Very important with: Saas' and microservices

Vionitor each partitions performance to SLA




oteaay sState

Runiinaetinitely:withoutiadling:

Run without crank-turning and hand-holding

Human error is a leading cause of downtime

If regular intervention is needed, then missing
the schedule will cause downtime
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In-memory. caching
Database storage




Runaway €aching
vieant to: speed up
response time

Vwnen memory low, can
cause more GC

Database sluage
IXISING /O rates
INcreasing latency.
DBA action =
application errors
Gaps in collections

Log Eille Eilling

\VIoSt common ticket in
Ops

Best case: lose 10gs
VVorst case: errors

How long is your SROTaLTTORE"

. Limit cache size,
make “elastic

- Build purging into app

.. Compress, rotate, purge

~. Limit by size, not time
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Nt cost for ong
OpPerational costs.
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application logic
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< Circult Breakers

< Connection Pools

< Average latency vs. committed SLAS




< In'a multi-tier application o SOA; Fail Fast
avolds common antipatterns:

< Slow: Responses
< Cascading Fallure

< Helps preserve capacity when parts of
system have already failed.
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Jecoupling iidalieware
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Same Time
Same Host
Same Process

In-Process
Method Calls

C Functions
Java Calls
Dynamic Libs

Different Time
Different Host
Different Process

Interprocess Remote Message-Oriented Tuple Spaces
Communication Procedure Calls Middleware

Shared Memory DCE RPC MQ JavaSpaces
Pipes DCOM Pub-Sub TSpaces
Semaphores RMI SMTP GigaSpaces
Windows Events XML-RPC SMS
HTTP

J/ jogical simplicity, operational complexity

INg: lIogical complexity, operational simplicity

S: logical complexity, operational complexity




gonsideration

Changing midaleware usually implies arrewrite.

Changing from s symfnuomus to asymﬂmmus
semantics implies business rule discussions

Middleware decisions are often handed down
from the Ivory tower.
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PONSIP/IE MoMment.
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AVOIAd many failure moaes at once by total
decoupling.

JJTJJJ/ rfrue Styles, choose among
them as appropria




Bug is
triggered

Thread Pool is
Exhausted

H

Server Stops
Responding

H

r N

System
Architecture
Amplifies Fault

w

fr N

Calling System
Stops
Responding

w

All Features
Unavailable




Nullitication of Problems

System Calling System IS (R
Bug is Ny| Thread Pool is N Server Stops N ArcI}:itecture 9oy Unavailable,

triggered i Exhausted - Responding - Damps Fault Berr}?in?e(;
naffecte
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’followus@gotochgo Conference: May 24th-25th / Workshops: 23th-2kth



