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1989 - 2008: Application Developer
Time served: 18 years

1995: Web Development
Time served: 13 years

2003: IT Operations
Time served: 5 Years
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Leverage points come early.
T'he cost of choosing poorly
comes much, much later.




e things they do
) A N A =
OI Narawdare you ruri.

Severanpllity: Limit tunctionality In

Resllience: Recover from transient

scoveranility: Allow component-
eboolting the world.

loleranc




- | 1 N CTracoe
) l=10) H/ INGUCI SUICSS
ransient problems
\J‘/(/( Pad
5AdCK-ENA OULagEeS
NEIWOork SIowaewns
Olher exegenous impulse
=T L -~ — = y/ o~
'nere Is No such thing a
, l W a1 —~
you dare Duyirng ume

HOW Iong IS your sShortes




Stability Over Time

How long can a process or server
run before it needs to be
restarted?

Is data produced and purged at
the same rate?

Usually not tested in development
or QA. Too many rapid restarts.




Decoupling Middleware




J

2 1'Imeo

> 4
Don't hola your breatn.

n an
nreaas ar

vwhaenallrare busy, you

vwaen they stay busy, yo SIVEr IS

—

BUSY lime aetermines overall caf

-~




oommon

=/

<Eémote ca

=’

RESsource pool che

o

Don 't walt torever... use a timeout
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Calling code must be preparea for timeouts
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SEler enmor nandliing Is a gooa thing anyway.

Seware thira-party lioraries and venador APFIS.

K2 client library aoes Its own connection pooling, without timeouts.

Stanaara &P user agent does not Use read or Write timeouts.

Java programmers:

Always use Socket.sets out(int timeout)
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Circuit Breaker

Defend yourself.

Have you ever seen a remote call wrapped with
a retry loop?

int remainingAttempts = MAX_RETRIES;

while(--remainingAttempts >= 0) {

try {
doSomethingDangerous();

return true;

} catch(RemoteCallFailedException e) {
log(e);
¥
}

return false;

Why?



Faults Cluster

Problems with the remote host,
application or the intervening
network are likely to persist
for an extended period
of time... minutes or
maybe even hours




tries are overwhelmingly likely
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Example: Service-Oriented
Architecture

o

An single outage in Baz will
take eliminate service to both
Foo and Bar.
(Cascading Failure)
= (

F00 ana Ba_r 2l Surging demand—or bad code—
coupled by their shared in Foo can deny service to Bar.

use of Baz




SOA with Bulkheads

Foo and Bar each have
dedicated resources
from Baz.

p=

Each pool can be rebooted, or
upgraded, independently.

P

Surging demand-—or bad code—
In Foo only harms Foo.
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Steady State
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Routinely Recycle Resources

All'computing resources are finite

For every mechanism that accumulates
resources, there must be some
mechanism to reclaim those
resources

In-Mmemory. caching
Database storage

Log files
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In crunch mode, it's hard to make
time for housekeeping functions.

Features always take priority over
data purging.

This is a false trade: one-time
development cost for ongoing
operational costs.




r L 5 ™ ™! . —~
Nellieliiiperl ( 1S




F’aJJ

PDon't make me walit

magine waiting all' the way
a"r ne Depa rrrr ent of Viotor Venic

o

Tl out a




onnection Pools

AVErage latency vs. committed SLAS




n a muit

cOMmMimon

Slow Responses

Blocked Threads

-

/

WW“GFVQCU*

~
—y ‘
? I




~.
R —
qV)
D

Q.
"y
.

ration point




/101

viany: faliure

ol




9 £" N
*T(J -~ 05 jal ’ AIeS

CFP CoOnNnection rerus

Ny [
o

l | e

F’ ( | P o QF/H &

Error message in 2

iesponse

o

A
ale

) ot ‘ o /

¢

<

010/0

-Reply using XML over R I'P

“Out of Sj

1'CP connection

Sent
I'CP. window full, never cleared

causing very.

Connection made,
SIVIT'P hello string

senas H IIVIL “link-farm™ page
SENdS one byle per Sec

I sends Vveird Al catalog in MP3

VWicked Errors




“Out-of-spec” errors
happen all the time in the
real world.

They never happen
during testing...

unless you force them to.
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Can run locally (aev) or remotely (aev or QA)

S totally evil




Just a Few Evil Ideas

Port VES N ERS

19720 Allows connections requests into the queue, but never accepts them.
19721 Refuses all connections

19722 Reads requests at 1 byte / second

19723 Reads HT TP requests, sends back random binary

19724 Accepts requests, sends responses at 1 byte / sec.

19725 Accepts requests, sends back the entire OS kernel image.

19726 Send endless stream of data from /dev/random

Now those are some out-of-spec errors.
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In-Process
Method Calls

C Functions
Java Calls
Dynamic Libs

Interprocess
Communication

Shared Memory
Pipes
Semaphores
Windows Events

Remote
Procedure Calls

DCE RPC
DCOM
RMI
XML-RPC
HTTP

Message-Oriented
Middleware

MQ
Pub-Sub
SMTP
SMS

Different Time
Different Host
Different Process

Tuple Spaces

JavaSpaces
TSpaces
GigaSpaces

ffOV/ jogical simplicity, operational complexity

complexity, operational simplicity

ng: logical

Spaces: logical complexity, operational complexity
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Scaling Effects

SLA Inversion

Attacks of Decoupling
Self-Denial b Middleware
(Users 2
Bulkheads Blocked Threads
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